Bifurcation and Stability Analysis of Pulsating Solitons
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Abstract Pulsat ing soliton solutions bifurcation analysis of the two-dimensional (2D) Complex Swift-Hohenberg equation (CSHE) is presented. The approach is based on a reduction from an infinite-dimensional dynamical dissipative system to a finite-dimensional model. Thanks to the collective variable approach, we investigated the influence of the nonlinear gain and the saturation of the Kerr nonlinearity on the pulsations of the solitons. Research has shown that the transformation between pulsating soliton and fronts can be realized through a series of period-doubling bifurcations. The complete bifurcation diagrams of the total energy have been obtained for a definite range of the nonlinear gain and the saturation of the Kerr nonlinearity values. The detailed analysis reveals that when the saturation of the Kerr nonlinearity increases one-period pulsating solution bifurcates to double-period pulsations. While the increase of the nonlinear gain leads the double-period pulsations to return into one-period pulsation before transforming into a stationary pulsating solitons.
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1. Introduction

Solitons in dissipative systems have attracted a great deal of attention in recent studies. Dissipative solitons are a rich dynamic and are not simply extensions of the solitons that have been studied in Hamiltonian systems. The dynamic of dissipative solitons is more complicated than Hamiltonian ones because these solitary waves result from a double balance: on the one hand between dispersive and nonlinear conservative affects and on the other hand between gain and loss [1]. Another relevant feature of dissipative solitons is that they include energy exchange with external sources. In contrast to Hamiltonian solitons, dissipative ones admit several major classes, such as, stationary, pulsating or chaotic [2,3] and exhibit many other types of dynamics. However, extensive research efforts show that each class can be listed into subclasses with more complicate dynamic [2,4]. There are all governed by the parameters of the dissipative system.

Pulsating solutions are one of outstanding features of dissipative systems. There are more complicated and have complex and variable dynamics in the sense that, in addition to dispersion and nonlinearity, they include energy exchange with external sources. One of the basic equations for modelling modulated amplitude waves [5], spatiotemporal dynamics and to describe a vast variety of nonlinear phenomena in a variety of nonlinear dissipative systems [6] is the complex Ginzburg-Landau equation (CGLE). This equation admits stable solutions and its several parameters make the dynamical system highly complicated and appreciated [3]. Moreover, the CGLE confesses to having one-, two- or three-dimensional spatiotemporal soliton solutions. In the case of the one-dimensional, exact analytical solutions have been found, but all of them have been proved unstable. Only numerical simulations help to find stable soliton solutions. For the higher dimensions of the CGLE, stable soliton solutions have been studied extensively, either numerically [7] or with the semi-analytical methods [2,8,9]. These facts indicate that, in addition to stationary solitons, there are also pulsating ones. Such localized pulsations exist, in different forms in optics, biology and chemistry. The pulsating solitons have been intensely studied, numerically [10] semi-analytically [11] and observed experimentally [12] in a fiber laser. They have attracted a great deal of attention and find particular applications in pulse generation by passively mode-locked soliton lasers [13,14]. The pulsating soliton also can be applied to a large class of solid-state lasers [15], signal transmission in all-optical communication lines [16] and semiconductor oscillators [17].

In many experiments, the gain spectrum is usually wide with multiple peaks. But however, the CGLE can only describe a spectral responses with a single maximum [18], hence, fails to trace a gain spectrum with multiple peaks. So, to take account this assertion and to make the model more lifelike, it’s sound to add others terms of higher-order spectral filtering to the CGLE, this leads to the complex Swift-Hohenberg equation (CSHE). In this...
work, we present pulsating soliton solutions and bifurcation boundaries of the two-dimensional CSHE. It is tedious task as the 2D CSHE has several parameters that define both stationary and pulsating solitons. Hence, the bifurcation boundaries are surfaces in this multi-dimensional space of the parameters.

The remainder of this present study is organized as follows. We present in section 2 the model of our study and our approach of determination of the pulsating solitons. The influence of both the saturation of the Kerr nonlinearity and the nonlinear gain is analyzed in section 3. The section 4 is devoted to some concluding remarks.

2. Study Model

This present study is based on an extended complex Swift-Hohenberg equation that includes cubic and quintic nonlinear terms. This CSHE can be useful to investigate soliton propagation in optical systems with nonlinear gain and spectral filtering such as communication links with lumped fast saturable absorbers or fiber lasers with additive-pulse mode-locking or nonlinear polarization rotation. Likewise, the CSHE includes the higher order of the spectral filter, which is extremely essential to analyse the generation of more complex impulse. This equation can describe the major physical effects that occur in laser cavity such as dispersion, self-phase modulation, and the spectral filter, the linear or nonlinear gains, and the linear and nonlinear dispersion. The normalized propagation equation reads \[2,20\]:

\[\psi_z - i \frac{D}{2} \psi_{tt} - i \frac{1}{2} \psi_{rr} - i \gamma \psi^3 - i \nu \psi^4 \psi = \delta \psi + \epsilon \psi^2 \psi + \beta \psi_{tt} + \mu |\psi|^4 \psi + \gamma_2 \psi_{ttt}.\] (1)

Without the additive term \(\gamma_2\psi_{ttt}\), the equation (1) is the same as the CGLE one. With \(\nu\) the normalized time in a frame of reference moving with the group velocity, for passively mode-locked lasers. \(z\) represents the propagation optical envelope and is function of three real variables. \(r = \sqrt{x^2 + y^2}\) is the transverse coordinate, taking account of the spatial diffraction effects. The coefficients \(D, \gamma, \nu, \delta, \epsilon, \beta, \mu\) and \(\gamma_2\) are real constants. The physical meaning of each term depends on the real problem that must be examined. Thereby, the left-hand side contains the conservative terms: namely, \(D\) denotes the cavity dispersion, being anomalous when \(D > 0\) and normal \(D < 0\), and \(\nu\) which represents, if negative, the saturation coefficient of the Kerr nonlinearity. \(\gamma\) represents the Kerr nonlinearity coefficient. In the following, the dispersion is anomalous, and \(\nu\) is kept relatively small. Dissipative terms are written on the right-hand-side of equation (1), and the meaning of the corresponding parameters is the following: \(\delta\) represents the coefficient for linear loss (if negative), \(\epsilon\) denotes the nonlinear gain (if positive), \(\beta\) is the spectral filtering (if positive) term and \(\mu\) is the saturation of the nonlinear gain (if negative). Finally \(\gamma_2\) represents the higher-order spectral filter term, which is very important and another distinguishing of our present study.

The CSHE admits a variety of localized solutions, from stationary [18] to pulsating, as well as period-doubling bifurcations [21]. These stable solutions were found numerically or with semi-analytical methods. The task is not simple as the CSHE has several parameters that define the existence of stable soliton solutions. So far, there has been no progress in finding analytic expressions of the 2D CSHE pulsating solutions and bifurcation boundaries. In addition, solving numerically the 2D CSHE equation (1) for a given set of parameters and an initial condition is an extremely difficult [2]. To overcome this complexity, we use a master equation approach. This way helps to reduce an infinite-dimensional to an ordinary differential equation (ODE), which can be solved numerically with relative ease. The resulting dynamical system controls the evolution of a finite number of parameters such as the pulse amplitude, width, and chirp. We used the same approach in reference [2,9,11] to find with some effectiveness the stationary solutions of the CSHE, and the pulsating and stationary solutions of the CGLE. In practice, the collective variable technique [22] is based on a trial function theory with a finite number of parameters, and this is the way to obtain a significant reduction in the number of variables used for the description of the soliton dynamics. The principle consists to associate collective variables with the pulse’s parameters of interest for which equations of motion may be derived.

Accordingly, we introduce \(n\) collective variables, \(z\) dependent \((X_i\) with \(i = 1, 2, \ldots, n\)). Each \(X_i\) can correctly describe a fundamental parameter of the pulse (amplitude, width, chirp \(\ldots\)) [23], thus, the optical field can be dissociate in the following form:

\[\psi(r,t,z) = f(X_1,X_2,\ldots,X_n,t) + q(z,t)\] (2)

with \(f\) the trial function, dependent on the collective variables, and \(q\) the residual field that describes all other excitations in the system (radiation, dressing field, noise, etc.). To the success of the theory of collective variables, the choice of the trial function must be essential. Thereby, one must select the trial function that best represents the suitable characteristics of the field to be studied. After choosing the trial function, one can suppose, as in most practical studies that the optical pulse \(\psi(r,t,z)\) can be completely characterized by the ansatz function. Under these conditions, we select, on the one hand a Gaussian function as trial function, and on the other hand neglect the residual field \((q = 0)\), the bare approximation [22]. Thereafter we get, with relative ease, a jet of differential equations, which govern the evolution of the optical pulse parameters propagating in space and time (for more details, see [2,9,11,18,22]). Thus, the equation (1) of propagation is transformed into a system of differential equations. This approach provides the basic parameters of the fixed points, and help to find the different types of soliton solutions, thereby reducing by several orders of magnitude the volume of calculation required usually.

The benefit of the collective variable approach also lies in the fact that it makes it possible to express the total energy with respect to the parameters of the soliton. In fact, this fundamental parameter gives us the main information about the soliton dynamics, and helps to control the state of the soliton and its stability. For
dissipative systems, the total energy is not conserved but evolves in accordance with the so-called balance equation. When the pulsating solution is reached, the total energy is an oscillating function of $z$ and when we have the stationary soliton, the total energy converges to a constant value. Here the total energy is given by the following equation:

$$Q(z) = \int_{-\infty}^{+\infty} \int_{0}^{2\pi} \left| \psi(r,t,z) \right|^2 drdt. \quad (3)$$

3. Analysis of Pulsating Solitons

Pulsating soliton solutions in dissipative systems can be describe as a limit cycle of in infinite-dimensional dynamical system [1], and they exist on an equal dynamic, we fix the parameters of the CSHE obtained from the ordinary differential equation. To just as their main characteristic. The pulsating solitons [24] the regions in the parameter space where they exist just as their main characteristic. The pulsating solitons correspond to the unstable fixed points of the system, obtained from the ordinary differential equation. To investigate the complex behaviour of the pulsating dynamic, we fix the parameters of the CSHE $D = \gamma = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$, $\nu = -0.247$, $\varepsilon = 0.50$ and $\gamma_2 = 0.05$, and we use the following initial condition:

$$\psi(r,t,0) = 2.058 \exp\left( -\frac{r^2}{18.096} - \frac{\nu^2}{18.326} \right). \quad (4)$$

Then, the Newton-Raphson allows looking for the fixed point and we study its stability. It is important to specify that the pulsating soliton can occupy significant regions and can be excited from a wide range of initial conditions. Usually the dissipative solutions experienced periodic changes mostly in their width while keeping almost constant their peak amplitude [24]. In this study, we decide to evaluate the effects of the nonlinear gain and the saturation of the Kerr nonlinearity on the pulsations.

3.1. Pulsating Solitons under Influence of the Saturation of the Kerr Nonlinearity

First, we started to highlight the impact of the saturation of the Kerr nonlinearity on the pulsations. This parameter is very important as it plays a key role in the dynamics of dissipative solitons. To illustrate the influence of this parameter $\nu$, we set all the parameters of the CSHE, namely $D = \gamma = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$, $\varepsilon = 0.50$ and $\gamma_2 = 0.05$, by varying $\nu$. The first figure below corresponds to $\nu = -0.246$ (Figure 1). It illustrates the evolution of the total energy of the dissipative pulsating soliton. Figure 1 b) represents the enlarged view of Figure 1 a). As in most cases, the solution begins with an unstable dynamics, and after the onset of oscillations, the pulsating dynamics becomes steady. The short transitional phase is followed by a permanent regime with large oscillations between the two constant limits. The duration of this transitional phase generally depends on the initial condition. The stable dynamic as illustrated by the

![Figure 1](image1.png)

Figure 1. Evolution of the total energy of pulsating dissipative soliton, showing the onset of pulsations a), and enlarged view of the stable pulsations b). The values of other parameters are $D = \gamma = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$ and $\gamma_2 = 0.05$.

We confirm numerically in Figure 2 that the evolution of the pulsating soliton corresponds to stable limit cycle. The blue cross in Figure 2 corresponds to the initial point; afterwards, all the trajectories tend to form a closed figure. When the system returns to a steady state, we observe the closed trajectory, which describes perfect pulsations behavior of the dissipative soliton. One can notice that any small perturbation from this closed trajectory causes the system to return to it, making the system stick to the limit cycle.

![Figure 2](image2.png)

Figure 2. Example of stable limit cycle of the system in temporal and spatial widths plane. The blue cross corresponds to the initial point. The values of other parameters are $D = \gamma = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$ and $\gamma_2 = 0.05$.

The parameter $\nu$ is very important in nonlinear optic for example it plays a crucial role in the filamentation and the ionization. Here, a slight modification of this parameter of the saturation of the Kerr nonlinearity has also a real impact on the oscillations of the dissipative as shown in the Figure 3. Indeed, we have changed the value of this parameter form $\nu = -0.246$ to $\nu = -0.240$ while
keeping the other parameters constant. The result of this analysis is given in Figure 3. Unlike the previous case (Figure 1 a)), we can notice that the transitional phase is short, and the dissipative soliton quickly enters to a permanent dynamic. Another difference illustrated by the Figure 2 b), shows that the solution oscillates between two maximums (840 and 817) and two minimums (680 and 787). It clear shows that the saturation of the Kerr nonlinearity real effects on the dynamic of the pulsating solitons. The example of stable limit cycle in the temporal and spatial widths plane of such solution is plotted in the Figure 4. Right here the trajectories are less compressed than that of the Figure 2. This, once again, confirms the two dynamics are dramatically very different.

\[ \text{Figure 3.} \quad \text{Evolution of the total energy of pulsating dissipative soliton, showing the onset of pulsations a), and enlarged view of the stable pulsations b). The values of other parameters are } D = y = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1 \text{ and } \gamma_2 = 0.05 \]

To complete this part of the study, we choose a third value of parameter of the saturation of the Kerr nonlinearity larger than the two ones, while keeping the other parameters constant. We fix the parameter \( \nu = -0.238 \) and plot the evolution of the total energy of the soliton in the Figure 5. It shows the main information about the soliton dynamics, the total energy is an oscillating function of \( z \). The dynamic starts with a brief transitional period characterized by small oscillations due to the adjustment of the initial condition, and after the onset of oscillations, it enters to the stable permanent regime. In Figure 5 a), we can see that the transitional phase is shorter than the two ones Figure 1 a) and Figure 3 a). The enlarged view of the dynamics illustrated by Figure 5 b), shows that the pulsations also are not similar. As in the case Figure 3, the total energy oscillates between two maximums (1100 and 886) and two minimums (849 and 750). Qualitatively the evolution oscillates between two maximums (1100 and 886) and two minimums (849 and 750). Quantitatively we observe that the maximum (minimum) of the two energies are not the same 1100 (750) for \( \nu = -0.238 \) and 840 (680) for \( \nu = -0.240 \).

\[ \text{Figure 5.} \quad \text{Evolution of the total energy of pulsating dissipative soliton, showing the onset of pulsations a), and enlarged view of the stable pulsations b). The values of other parameters are } D = y = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1 \text{ and } \gamma_2 = 0.05 \]

The stable limit cycle in the temporal and spatial widths plane of such pulsating soliton is likewise reveal by the Figure 6, which has the same characteristic as that of the Figure 4. However, we remark that the trajectories are less compressed than that of the Figure 4.

\[ \text{Figure 6.} \quad \text{Example of stable limit cycle of the system in temporal and spatial widths plane. The blue cross corresponds to the initial point. The values of other parameters are } D = y = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1 \text{ and } \gamma_2 = 0.05 \]
To resume this section, the analyses clearly demonstrate that the saturation of the Kerr nonlinearity influence drastically the pulsations of dissipative solitons and their stable limit cycles. For a given set of the parameters and varying $\nu$ to $-0.246, -0.240$ and $-0.238$, the soliton solution becomes pulsating with one-period, and then the pulsating soliton bifurcates to double-period pulsations. In addition, when the parameter $\nu$ increases and leads to a pulsation mode whose spectrum contains two (three) main frequencies, the trajectories of stable limit cycle are less tightly packed against each other.

Figure 7. Bifurcation diagram representing the maximal and minimal values of the energy. The circles red corresponds to $\nu = -0.246$ (Figure 1), the green ones to $\nu = -0.238$ (Figure 3) and the black to $\nu = -0.236$ (Figure 5). Other CSHE parameters appear inside the Figure 7.

To give a great overview of the dynamic and the impact of the parameter $\nu$, we show in Figure 7 a bifurcation diagram obtained when varying the saturation of the Kerr nonlinearity from $-0.265$ to $-0.235$ while keeping the rest of parameters fixed. From this figure, we can see a local maximum or minimum of the total energy. We observe that the pulsating soliton bifurcations occur more than once with the variation of $\nu$. When the value of the saturation of the nonlinearity is larger than $-0.25$ the curve is divided into several branches, which means that the maximum and minimum of the total energy differ. From $-0.25$ to $-0.245$ for the value of $\nu$, the soliton oscillates between one maximum and one minimum, and it presents a single period pulsation solution: it’s the first bifurcation. When the value of $\nu$ is larger than $-0.245$ a second bifurcation occurs, the soliton oscillates again between four values which presents double periods with two frequencies.

3.2. Pulsations under Influence of Nonlinear Gain

One of the most favourable term for the occurrence of stable solitons in dissipative systems is the nonlinear gain. It has been intensely studied for stationary and pulsating solitons. In [25] the authors have shown that at the stability boundary, a bifurcation occurs giving rise to stable oscillatory solitons in the CGLE for higher values of the nonlinear gain, and they can even exhibit more complex dynamics such as period-doubling. Indeed the pulsating solution in the CSHE can also be quasiperiodic, with several incommensurate periods involved in the evolution; this is the purpose of this section. To elucidate the effect of the nonlinear gain $\varepsilon$ on the pulsation, we set all the parameters of the CSHE, namely $D = y = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$, $\nu = -0.247$ and $\gamma_2 = 0.05$, for different values of $\varepsilon$ ($\varepsilon = 0.50, 0.498$ and $0.496$).

The Figure 8 illustrates the evolution of the total energy of the pulsating soliton solution for the value of nonlinear gain $\varepsilon = 0.50$. Figure 8 b) represents the enlarged view of Figure 8 a). The evolution begins with a short transitional phase, which is followed by a permanent dynamics with large oscillations between the two constant limits. The energy remains in this stable state when the permanent dynamic is reached, as illustrated by the Figure 8 b), and oscillates between the two constant values 640 and 700.

Figure 8. Evolution of the total energy of pulsating dissipative soliton, showing the onset of pulsations a) and enlarged view of the stable pulsations b). The values of other parameters are $D = y = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$ and $\gamma_2 = 0.05$.

Figure 9. Example of stable limit cycle of the system in temporal and spatial widths plane. The blue cross corresponds to the initial point. The values of other parameters are $D = y = 1$, $\beta = -0.3$, $\delta = -0.5$, $\mu = -0.1$ and $\gamma_2 = 0.05$

The trajectory of the stable limit cycle in the temporal and spatial widths plane of such pulsating soliton is resume by the Figure 9. The blue cross corresponds to the initial point; afterwards, all the trajectories tend to form a closed figure. When the steady state, is reached, we
observe the closed trajectory, which describes perfect pulsations behavior of the dissipative soliton. All the trajectories are well compressed due to the fluctuation of the initial condition.

The Figure 10 corresponds to the next value of the nonlinear gain $\varepsilon = 0.498$. The total energy produces a quasiperiodic asymmetric pulsations when we decrease the nonlinear gain from $\varepsilon = 0.50$ to $\varepsilon = 0.498$. The pulsating soliton undergoes in stable permanent regime faster than in the previous case (Figure 8 a), due to the decrease of the nonlinear gain. It appears that a slight decrease of the nonlinear gain parameter results in an increase of the oscillation amplitudes, which become anharmonic. The dynamic shows that the total energy is not conserved but evolves in accordance with the so-called balance equation. The solution oscillates between two maximums (685 and 720) and two minimums (600 and 680).

Figure 10. Evolution of the total energy of pulsating dissipative soliton, showing the onset of pulsations a), and enlarged view of the stable pulsations b). The values of other parameters are $D = \gamma = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1$ and $\gamma_2 = 0.05$

In the Figure 11, the example of stable limit cycle in the temporal and spatial widths plane corresponding to such solution is plotted. The blue cross represents to the initial point and all the trajectories are less compressed than that of the Figure 9.

The last value of nonlinear gain chosen for the analysis of pulsating soliton is $\varepsilon = 0.498$. For the same initial condition as the previous ones, the soliton evolves first with instable oscillations, but after a certain distance, its energy increases and takes a stable pulsating behaviour. The onset of pulsations occurs quicker than the previous ones, but regular oscillations appear after the initial amplitude overflowing effect. The soliton has the same dynamic behaviour as described above during the pulsating state Figure 5. When the permanent regime is reached the solution oscillates between two maximums (805 and 900) and two minimums (655 and 755). We clearly observe two distinct periods with different characteristics. The peak within each period of pulsations changes according to the value of the nonlinear gain. The trajectory of the stable limit cycle in the temporal and spatial widths plane of the corresponding pulsating soliton is represented in the Figure 13. The blue cross illustrates the initial point of the trajectory. One can notice that all the trajectories are less compressed than that of the Figure 11.

Figure 11. Example of stable limit cycle of the system in temporal and spatial widths plane. The blue cross corresponds to the initial point. The values of other parameters are $D = \gamma = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1$ and $\gamma_2 = 0.05$

Figure 12. Evolution of the total energy of pulsating dissipative soliton, showing the onset of pulsations a), and enlarged view of the steady pulsations b). The values of other parameters are $D = \gamma = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1$ and $\gamma_2 = 0.05$

Figure 13. Example of stable limit cycle of the system in temporal and spatial widths plane. The blue cross corresponds to the initial point. The values of other parameters are $D = \gamma = 1, \beta = -0.3, \delta = -0.5, \mu = -0.1$ and $\gamma_2 = 0.05$
In this section, it clearly appears that the nonlinear gain perfectly controls the oscillations of dissipative solitons for a given set of the CSHE parameters. When the nonlinear gain \( \varepsilon \) increases, the double period pulsations turn into one period pulsating soliton. Furthermore, the trajectories of the stable limit cycles in the temporal and spatial widths plane of the corresponding pulsating solitons are less compressed when the nonlinear gain \( \varepsilon \) increases. In the ranges of the CSHE parameters explored in this study, \( (\varepsilon = 0.496, 0.498, 0.500) \), the pulsating soliton experiences a bifurcation that leads to a stationary. We observe a local maximum or minimum of the total energy evolution when varying the nonlinear gain from 0.495 to 0.504. Figure 14 shows clearly a variety of qualitatively different behaviours. When the value of nonlinear gain is smaller than 0.502, the maximum of energy is different to the minimum that means that the dissipative solitons are not in stationary state: they are pulsating.

![Figure 14. Bifurcation diagram representing the maximal and minimal values of the energy. The circles red corresponds to \( \varepsilon = 0.500 \) (Figure 8), the green ones to \( \varepsilon = 0.496 \) (Figure 10) and the black to \( \varepsilon = 0.498 \) (Figure 12). Other CSHE parameters appear inside the Figure 14.](image)

From 0.495 to 0.500 for the value of the nonlinear gain, the solitons oscillate between two maximums and two minimums, and present double-period pulsations: it is the first bifurcation. Then form 0.500 to 0.502 we notice the second bifurcation where the soliton oscillates between one maximum and one minimum synonym of one-period pulsations. It shows that the double-period pulsations return into one-period pulsation before transforming into a stationary pulsating solitons.

### 3. Conclusion

We have reported a set of detailed simulations of pulsating solitons described by the Complex Swift-Hohenberg equation in two-dimensional. The investigation reveals very interesting bifurcation sequences of these pulses as the CSHE parameters are varied. Namely, the complete bifurcation diagrams of the total energy have been obtained for a definite range of the nonlinear gain and of the saturation of the Kerr nonlinearity values. The detailed analysis of the diagrams reveals that the pulsating solitons experience the period-doubling bifurcations for smaller values of the nonlinear gain and for the larger values of the saturation of the Kerr nonlinearity. In addition, this study highlights the fact that the stable limit cycles can help to describe the dynamics of pulsating solitons. We have seen that when they are well compressed, they correspond to one-period pulsations and when the trajectories of stable limit cycle are less tightly packed, they correspond to double-period pulsations. We hope that these results can be extended to describe the pulsed operation of passively mode-locked lasers governed by the Complex Swift-Hohenberg equation or to explain specific aspects that occur in wide-aperture laser cavity.
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